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Abstract- This investigation discusses the importance of supply chain management and the role 
of demand forecasting in the business circle and presents a review of literature on demand 
forecasting techniques, emphasizing the shift from traditional methods to more sophisticated 
statistical and machine learning approaches. 

The study aims to contribute to existing knowledge on demand forecasting by utilizing 
machine learning regressors to predict orders in a Brazilian logistics company. It showed the use 
of the PyCaret Python library to develop robust regression models and validate key contributing 
features through feature importance plots. The performance of eighteen models, including Ridge, 
LASSO, XGBoost, Bayesian Ridge, Linear Regression, Gradient Boosting, KNN, Random Forest, 
among others, is evaluated using the Mean Absolute Error (MAE) metric.  

In order to make accurate predictions, feature important plot was used to validate features 
that have a strong positive correlation with the target variable, such as non-urgent orders, urgent 
orders, and orders from the traffic controller sector. The performance of different regression 
models, including Linear Regression, Lasso Regression, Ridge Regression, Lasso Least Angle 
Regression, Bayesian Ridge, and Elastic Net were discussed. 
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Abstract-

 

This investigation discusses the importance of 
supply chain management and the role of

 

demand forecasting 
in the business circle and presents a review of literature on 
demand

 

forecasting techniques, emphasizing the shift from 
traditional methods to more sophisticated

 

statistical

 

and 
machine learning approaches.

 
The

 

study

 

aims

 

to

 

contribute to existing

 

knowledge

 
on

 

demand forecasting

 

by

 

utilizing

 

machine learning 
regressors to predict orders in a Brazilian logistics company. It 
showed the

 

use of the PyCaret Python library to develop robust 
regression models and validate key

 

contributing

 

features

 
through

 

feature

 

importance

 

plots.

 

The performance of

 

eighteen

 
models,

 

including Ridge, LASSO, XGBoost, Bayesian Ridge, 
Linear Regression, Gradient Boosting,

 

KNN, Random

 

Forest, 
among

 

others, is evaluated

 

using the

 

Mean

 

Absolute Error 
(MAE)

 

metric.

 
In order to make accurate predictions, feature 

important plot was used to validate features

 

that have a strong 
positive correlation with the target variable, such as non-urgent 
orders, urgent orders, and orders from the

 

traffic

 

controller

 
sector.

 

The performance

 

of

 

different

 

regression models, 
including Linear Regression, Lasso Regression, Ridge 
Regression, Lasso

 

Least Angle Regression, Bayesian Ridge, 
and Elastic Net were discussed. The linear

 

regression model is 
identified as the best model for predicting

 

the weekly order 
volume based

 

on

 

the given features.

 I.

 

Introduction

 ccording to Chopra and Meindil 2011, supply 
chain is a system that consists of a

 
manufacturers,

 

suppliers,

 

transporters,

 

distri-
butors

 

and

 

retailers;

 

where

 

they

 

all

 

share

 

information 
and goods and services are delivered among them to 
meet up with the demand of

 

consumers. Considering the 
set of entities involved, supply chain is considered as a 
major

 

aspect

 

in

 

the business

 

circle. It

 

is a whole cycle of

 
procedures

 

and end-to-end flow

 

of

 

materials, 
information and funds starting from the product design 
stage to fulfilment. As

 

noted by Casson 2013, 
economics factors are the key factor in supply chain as 
it shows

 

greater

 

impact

 

on

 

size

 

and

 

shape.

 

Beyond

 
economic

 

factors,

 

Ketchen

 

and

 

Giunipero

 

2004

 
highlighted the effect of strategic choices on supply 
chain set up, coordination and operation.

 

To deliver best 
and optimal solution, supply chain activities must be 
strategically laid out,

 

coordinated and handled. Proper 
coordination will emanate from balancing the demand 
and

 

supply ends. Various variables such as weather, 
market trends, and season, consumer

 

behaviour exist 

between the two ends and thus coordinate planning 
must be fashioned out. The volatility in these variables 
prompt for demand forecasting. As mentioned by Hope 
and Fraser 2003, demand forecasting is one of the 
prerequisites for strategical planning in supply chain 
management. Many techniques and methods have 
been used to investigate contributing variables and 
forecasting of orders based on historical data. In this 
study machine learning regressors will be used to make 
order predictions using dataset acquired on the field for 
60 days in a Brazilian logistics company. Machine 
learning is a sophisticated methods posit by advance-
ment in computing technology where historical data are 
trained to build models which are subsequently used to 
make predictions. It exists as classification or regression 
means. For regression, predictions are made for 
continuous variables like demand in supply chain. 
According to Al-Jarrah et al 2015, machine learning is 
perfectly efficient in the analysis of voluminous data that 
exist in demand forecasting study. To effect more 
accurate demand prediction, robust regressors models 
will be developed using Python Library PyCaret while key 
contributing features are validated through feature 
importance plot. The various machine learning models 
(Ridge, LASSO, XGBoost, Bayesian Ridge, Linear 
Regression, Gradient Boosting, KNN, Random Forest 
and others) will run concurrently and their prediction 
performance measured with Mean Absolute Error (MAE): 
the mean absolute differences between predicted 
values and actual demand values. The lesser the MAE, 
the           better the model predictions. 

II. Literature Review 

One of the important steps in supply chain 
planning is demand forecasting. By standard 
forecasting includes element of uncertainty as it is often 
hard to predict perfectly in a consistent manner. Thus, 
because of volatility involved in demand and uncertainty 
in forecasting, many research have been carried out 
over the years to improve decision making in supply 
chain. Carbonneau, Laframboise and Vahidor 2008 
classified naïve method, average method, moving 
average and trend as traditional methods and viewed 
them as solution approach based on linear demand 
idealization. Due to emerging complexity in demand 
situations in supply chain field, non-linear techniques 
were proposed in their paper to handle the complexity. 
They made used of machine learning techniques-neural 
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network, recurrent neural networks and SVM to predict 
future demand and confirmed better outcomes 
compared to the traditional methods. MAE was used to 
compute error analysis for their model predictors in 
order to evaluate which among them best fits the study 
dataset. The results revealed that recurrent neural 
networks and SVM yielded most accurate predictions. A 
similar investigation by Wang 2012 using large paper 
enterprise dataset showed that support vector 
regression produced excellent performance. A more 
comprehensive study is seen in the work of Rivera-
Castro et al 2019 where their experiments was 
performed using thirteen techniques that cut across 
times series and machine learning (Adaboost, ARIMAX, 
ARIMA, Bayesian Structure Time Series (BSTS), 
Bayesian Structural Time Series with a Bayesian 
Classifier (BSTS Classifier), Ensemble of Gradient 
Boosting, Ridge Regression, Kernel Regression, 
LASSO, Neural Network, Poisson Regression, Random 
Forest and Support Vector Regression). Symmetric 
Mean Absolute Percent Error (SMAPE) was used to 
evaluate the model’s performance and Adaboost yielded 
best model with SMAPE of 0.17 followed by ensemble of 
Random Forest 0.18. Review of literatures has shown 
paradigm shift from traditional approach (Historical 

Analogy, Scenario Planning, Moving Averages, 
Exponential Smoothing and others) of predicting 
demand to more sophisticated tools of statistical 
methods and machine learning. In order to improve 
existing knowledge on demand forecasting, this study 
will follow the path of Rivera-Castro et al 2019 by making 
using of advanced Python Library that yield prediction 
across many regressions’ algorithms simultaneously. 
Pycaret is an open-source machine learning library and 
it is low-code. It is distinct in its ability to train and 
evaluate multiple models with few line of codes. Another 
improvement is mode of error analysis which is run 
through MAE, MSE, RMSE, RMSLE and MAPE for each 
of the models. Thus, there is opportunity for utilization of 
many metrics to gauge prediction performances. 

III. Methodology 
a) Data Pre-processing 

The dataset utilized for this investigation is from 
UCI repository Daily Demand Forecasting Orders - UCI 
Machine Learning Repository. It was acquired on the 
field by a Brazilian Logistic company for a period of sixty 
days. The attribute of the dataset was shown using 
Pandas library at pre-processing stage. 

Figure 1: Importing Data using Pandas 

The dataset was validated for occurrence of missing values in the coding environment. 

Figure 2: Checking for Missing Values
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Summary statistics of the dataset was evaluated to understand the distribution of the variables. This provides 
insights relevant to our analysis. 

Figure 3: Summary Statistics for Dataset Attributes 

The average number of non-urgent orders is 
around 172.55, with a standard deviation of 69.50. The 
minimum number of non-urgent orders is 43.65, and the 
maximum is 435.30. The average number of urgent 
orders is around 118.92, with a standard deviation of 
27.17. The minimum number of urgent orders is 77.37, 
and the maximum is 223.27. The average number of 
orders from the fiscal sector is around 77.39, with a 
standard deviation of 186.50. The minimum number of 
orders from the fiscal sector is 0, and the maximum is 
865. The average number of orders from the traffic 
controller sector is around 44504.3, with a standard 
deviation of 12197.9. The minimum number of orders 

from the traffic controller sector is 11992, and the 
maximum is 71772. 

b) Exploratory Analysis 
To visualize the correlation between the dataset 

variables correlation matrix was employed. This will aid 
understanding of the relationships between different 
features and the target variable. The heatmap shows the 
correlation between different variables in the dataset. 
The colour scale represents the correlation coefficient, 
with dark blue indicating a strong negative correlation, 
light blue to light red indicating little to no correlation, 
and dark red indicating a strong positive correlation. 

Figure 4: Heatmap to Show Correlation among Features  
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From the heatmap, we can see that non-urgent 
order, urgent order, order type A, order type B, order 
type C, and orders from the traffic controller sector have 
a strong positive correlation with Target (Total orders). 
This suggests that these variables will be good 
predictors for the total orders. 

 

 

Figure 5: Splitting Dataset to Training and Test Sets

c) Machine Learning Predictions 

i. Linear Regression 
We started off from modelling weekly order 

volume with linear regression. Then make use of other 
regression models (Decision Tree and Random Forest) 
and compare their performances. The whole dataset is 
split into a training set and a test set in ratio 80:20. 

 
 

Linear regression remits a linear relationship between the features and the target variable. The linear 
regressor is trained with training set while its performance is evaluated using the test set. 

 

Figure 6: Coding for Linear Regression 

The linear regression model has a Mean 
Squared Error (MSE) of approximately 4.24e-24 and an 
R-squared (R²) score of 1.0 on the test data. The R² 
score is a statistical measure that represents the 

proportion of the variance for a dependent variable that's 
explained by an independent variable(s) in a regression 
model. An R² score of 1.0 indicates that the model 

explains all the variability of the response data around its 
mean, which is a perfect score. However, a perfect 

score is suspicious and could be a sign of overfitting, 

where the model has learned the training data too well 

and may not perform well on new, novel data. 

ii. Decision Trees Regressor 

Decision trees are a type of model used for both 

lassification and regression. Trees responds to 
sequential questions which send us down a specific 
route of the tree. The model gets to produce decision for 

each feature, where each decision leads to a new 
question (decision) until a prediction is executed. 
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Figure 7: Coding for Decision Tree Regression 

The Decision Tree Regressor model has a 
Mean Squared Error (MSE) of approximately 5332.67 
and an R-squared (R²) score of 0.48 on the test data. 
This model's performance is significantly lower than the 
linear regression model. The R² score of 0.48 indicates 
that the model explains about 48% of the variability in the 
target variable. 

iii. Random Forest Regressor 
Random Forest is a type of ensemble learning 

method, where a group of weak models come together 

to form a strong model. In Random Forest, we grow 
multiple trees as opposed to a single tree. To classify a 
new object based on attributes, each tree gives a 
classification. The forest chooses the classification 
having the most votes (over all the trees in the forest) 
and in case of regression, it takes the average of outputs 
by different trees. 
 
 

Figure
 
8:

 
Coding

 
for

 
Random

 
Forest Regression 

The Random Forest Regressor model has a 
Mean Squared Error (MSE) of approximately

 
3301.72

 

and
 
an R-squared

 
(R²)

 
score

 
of 0.68

 
on

 
the

 
test

 
data.

 

This model's
 
performance

 
is

 
also

 
lower

 
than

 
the

 
linear 

regression
 
model

 
but greater than

 
that

 
of

 
decision

 
tree.

 

The
 
R²

 
score

 
of

 
0.68

 
indicates

 
that

 
the model explains 

about
 
68%

 
of

 
the

 
variability

 
in

 
the

 
target

 
variable.

 

d)
 

Combined
 
Regressors

 
by

 
PyCaret

 

PyCaret
 
is a very

 
robust Python

 
library

 
that

 
will

 

be
 
used to

 
compare

 
different

 
regression

 
models and 

find the best one for our dataset. Firstly, regression 
module is set up in PyCaret

 
with our dataset. Then, the 

compare_models
 
function is used to compare different 

models.
 
This function trains all models in the model 
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library using cross-validation and evaluates performance 
metrics for regression, such as MAE, MSE, RMSE, R2, 
RMSLE, and MAPE. Another merit from this approach is 
that PyCaret library takes care of all the pre-processing 

steps such as missing value imputation, encoding 
categorical variables, feature scaling and normalization. 
This is shown as TRUE in figure 9 below. 

Figure 9: Initializing PyCaret Regression  
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Figure
 
10:

 
Comparing

 
Models from

 
Eighteen

 
Regressors

The best model according to PyCaret comparison is the linear regression model. This is
 
consistent

 
with

 
our

 

earlier
 
analysis

 
where

 
the

 
linear

 
regression

 
model

 
had

 
an

 
R²

 
score

 
of

 
1.0.

 
However,

 
as

 
mentioned

 
earlier, a perfect 

score
 
is

 
suspicious

 
and

 
could

 
be a sign

 
of

 
overfitting, where the model has learned the training data too well and 

may not perform well
 
on new, unseen data. It is important to note that PyCaret compare_models

 
function uses

 
cross-

validation
 
to

 
evaluate the

 
models,

 
which provides a more

 
robust

 
assessment

 
of the

 
model's

 
performance.

 
Therefore,

 

the
 
linear

 
regression

 
model's perfect score

 
in

 
this

 
case

 
is

 
less

 
likely to be due to overfitting. The linear regression 

model seems to be the best model for
 
predicting

 
the

 
weekly order volume

 
based on the given features.
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Figure
 
11:

 
Prediction

 
Plots

 

The
 
feature

 
importance

 
plot

 
shows

 
the

 
importance

 
of

 
each feature

 
in

 
predicting

 
the

 
target

 
variable

 
in the

 

linear
 
regression model.

 
  

Figure
 
12:

 
Feature

 
Importance

 
Plot
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 From
 

the
 

plot,
 

we
 

can see that
 

the most
 important

 
features

 
for

 
predicting

 
the

 
total

 
orders are:

 

         
     

 
          

 
        

 
         

 
          

The other features have relatively lower 
importance scores and they can be classified as less

 relevant
 
in the study analysis.

 
IV.

 
Results

 
and

 
Discussion

 
From figure 10, we picked the first six models 

with smaller MAE and better predictions for
 
discussion. 

The rest of the models from Huber Regressor to Passive 
Aggressive Regressor

 
have

 
high value

 
of MAE

 
and their

 predictions
 
are

 
less

 
accurate.

 

a)
 

Linear
 
Regression

 
(LR)

 
Table

 
1:

 
Performance

 
Parameters

 
for

 
Linear Regression Model

 
Model

 
Performance

 
Parameters

 
Value

 
MAE

 
0.0000

 
MSE

 
0.0000

 
RMSE

 
0.0000

 
R²

 
1.0000

 
RMSLE

 
0.0000

 
MAPE

 
0.0000

 
TT

 
(Training

 
Time)

 
0.5810

 
seconds

 
The linear regression model achieves perfect 

performance with MAE, MSE, RMSE, and
 
RMSLE

 
values

 of
 
0.0000,

 
indicating

 
that

 
it
 
perfectly

 
predicts

 
the

 
target

 variable
 

without
 

any
 
error.

 
The

 
R²

 
value

 
of

 
1.0000

 suggests
 
that

 
the

 
model

 
explains

 
all

 
the

 
variance

 
in

 
the

 data.
 

 Additionally,

 

the

 

MAPE

 

value

 

of

 

0.0000

 

indicates

 that

 

the

 

average

 

percentage

 

error

 

is

 

zero.

 

The

 

training 
time

 

(TT)

 

is

 

0.5810 seconds,

 

which is

 

the time

 

taken to

 train the

 

model.

 

b)
 

Lasso
 
Regression

 
(LASSO)

 
Table

 
2:

 
Performance

 
Parameters

 
for

 
LASSO

 
Model

 
Model

 
Performance

 
        Parameters

 
Value

 
MAE

 
0.1612

 
MSE

 
0.0599

 
RMSE

 
0.2003

 
R²

 
1.0000

 
RMSLE

 
0.0006

 
MAPE

 
0.0005

 
TT

 
(Training

 
Time)

 
0.0890

 
seconds

 
The Lasso regression model achieves good performance with a relatively low MAE of 0.1612. The MSE and 

RMSE values indicate the average squared difference and square root of the average squared difference between 
predictions and actual values, respectively. The R² value of 1.0000 suggests that the model explains all the variance 
in the data. The RMSLE value of 0.0006 indicates a small average logarithmic error. The MAPE value of 0.0005 
suggests a small average percentage error. The training time is 0.0890 seconds. 
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1. Orders from the traffic controller sector (the most
important feature, with the highest importance
score).

2. Order Type C: This is the second most important
feature.

3. Non-Urgent Order: This is the third most important
feature.

4. Order Type B: This is the fourth most important
feature.

5. Urgent Order: This is the fifth most important feature.



 c)

 
Ridge

 

Regression

 

(Ridge)

 Table
 

3:
 

Performance
 

Parameters
 

for
 

Ridge
 

Regression
 

Model
 

Model
 

Performance
 

Parameters
 

Value
 MAE

 

0.0101

 MSE

 

0.0005

 RMSE

 

0.0140

 R²

 

1.0000

 RMSLE

 

0.0000

 MAPE

 

0.0000

 TT

 

(Training

 

Time)

 

0.0810

 

seconds

 
The Ridge regression model performs very well with a low MAE of 0.0101, indicating a

 
small average 

absolute difference between predictions and actual values. The MSE and
 
RMSE

 
values

 
are

 
also

 
low,

 
indicating a 

small
 
average

 
squared

 
difference

 
and

 
square

 
root

 
of

 
the average squared difference. The R2 value of 1.0000 

suggests that the model explains all
 
the

 
variance

 
in the

 
data.

 
The

 
RMSLE

 
and

 
MAPE

 
values

 
are

 
close to

 
zero, 

indicating
 
low

 
logarithmic

 
and

 
percentage

 
errors.

 
The

 
training

 
time

 
is 0.0810

 
seconds. 

d)
 

Lasso
 
Least

 
Angle

 
Regression (LLAR)

 
Table

 
4:

 
Performance Parameters for

 
LASSO

 
Least

 
Angle Regression

 
Model

 
Model

 
Performance

 
Parameters

 
Value

 MAE
 

0.1613
 MSE

 
0.0589

 RMSE
 

0.1998
 R²

 
1.0000

 RMSLE
 

0.0006
 MAPE

 
0.0005

 TT
 

(Training
 

Time)
 

0.0460
 

seconds
 

The LLAR model performs similarly to the Lasso regression model, with a slightly higher
 
MAE

 
of

 
0.1613.

 
The

 MSE,
 
RMSE,

 
R²,

 
RMSLE,

 
and

 
MAPE

 
values

 
are

 
also

 
comparable.

 
The

 
training

 
time is

 
0.0460 seconds, which

 
is 

relatively
 
low.

 
e)

 
Bayesian

 
Ridge

 
(BR)

 
Table

 
5:

 
Performance

 
Parameters

 
for

 
Bayesian

 
Ridge

 
Regression

 
Model

 
Model

 
Performance

 
Parameters

 
Value

 
MAE

 
0.0000

 MSE
 

0.0000
 RMSE

 
0.0000

 R²
 

1.0000
 RMSLE

 
0.0000

 MAPE
 

0.0000
 TT

 
(Training

 
Time)

 
0.0440

 
seconds

 
The Bayesian Ridge model achieves perfect performance, similar to the Linear Regression

 
model. The MAE, 

MSE, RMSE, R2, RMSLE, and MAPE values are all zero, indicating perfect predictions.
 
The

 
training time is 0.0440

 seconds.
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f) Elastic Net (EN) 
 Table

 
6:

 
Performance

 
Parameters

 
for

 
Elastic Net Regression Model

 

Model Performance     Parameters Value 
MAE 0.2196 
MSE 0.2108 

RMSE 0.3036 
R² 0.9998 

RMSLE 0.0009 
MAPE 0.0007 

TT (Training Time) 0.0880 seconds 

The Elastic Net model performs relatively worse 
compared to the previous models, with a higher MAE of 
0.2196. The MSE and RMSE values indicate larger 
squared differences and square roots of the squared 
differences, respectively. The R² value of 0.9998 
suggests that the model explains most of the variance in 
the data. The RMSLE and MAPE values indicate small 
logarithmic and percentage errors. The training time is 
0.0880 seconds. 

Overall, the Linear Regression, Bayesian Ridge, 
and Ridge Regression models achieve perfect 
performance with zero errors. The Lasso Regression 
and Lasso Least Angle Regression models perform well 
with low MAE values. The Elastic Net model performs 
relatively worse in terms of MAE but still achieves a high 
R² value. The training times vary among the models but 
are generally quite fast, with the longest being 0.5810 
seconds for the Linear Regression model. 

V. Conclusion and Recommendations 

This study illustrates a paradigm shift from 
traditional demand forecasting approaches to more 
sophisticated statistical methods and machine learning 
techniques. In line with these advancements, this study 
aims to improve existing knowledge on demand 
forecasting by utilizing an advanced Python library that 
simultaneously generates predictions using multiple 
regression algorithms. Additionally, the evaluation of the 
models' performance included various error analysis 
metrics such as MAE, MSE, RMSE, RMSLE, and MAPE. 
Among the models analysed, the first six models with 
smaller MAE and better predictions were selected for 
discussion. The remaining models, starting from Huber 
Regressor to Passive Aggressive Regressor, exhibited 
higher MAE values and less accurate predictions. The 
Linear Regression, Bayesian Ridge, and Ridge 
Regression models achieved perfect performance with 
zero errors across all performance metrics. The Lasso 
Regression and Lasso Least Angle Regression models 
demonstrated good performance with low MAE values. 
The Elastic Net model performed relatively worse in 
terms of MAE but still exhibited a high R² value, 

indicating a good level of explained variance. The 
training times varied among the models but were 
generally fast, with the longest training time observed for 
the Linear Regression model. This study builds upon 
previous research by employing advanced Python 
libraries and evaluating many regression algorithms 
simultaneously to improve demand forecasting. The 
selected models demonstrated varying levels of 
accuracy and computational efficiency. The findings 
highlight the effectiveness of non-linear techniques, 
such as Lasso Regression and Bayesian Ridge, in 
achieving accurate predictions with low errors. These 
results contribute to the growing body of knowledge on 
demand forecasting in supply chain planning and can 
aid decision-makers in improving their demand 
forecasting processes. 

It is very important to know the study dataset 
was small and there is propensity for few models to 
produce R² of 1.0000. The case will be different where 
we have voluminous dataset. Perhaps, based on the 
analysis and results obtained in this study, several 
recommendations can be made to further enhance the 
demand forecasting process in supply chain planning: 

1. Explore ensemble methods: Ensemble methods, 
such as Adaboost and the ensemble of Random 
Forest, have shown promising results in previous 
studies. It would be beneficial to investigate the 
potential of combining multiple regression 
algorithms to create an ensemble model that 
leverages the strengths of different approaches and 
produces even more accurate predictions. 

2. Other machine learning techniques: While this study 
focused on regression algorithms, there are other 
advanced machine learning techniques that can be 
explored for demand forecasting. For example, 
deep learning models like recurrent neural networks 
(RNN) and long short-term memory (LSTM) 
networks have been successful in capturing complex 
patterns in time series data. Investigating the 
application of these techniques may lead to 
improved forecasting accuracy. 
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